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**ABSTRACT**

**Aim:** Finding the best model for job rescission forecasting in industrial settings is the main goal of this study, which compares and evaluates the predictive accuracy of the Support Vector Machine (SVM) and K-Nearest Neighbors (KNN) algorithms.**Materials and Methods:** 216 samples were assigned to each of the KNN and SVM algorithms, which were applied to a dataset of 432 employee records. Employee age, tenure, job function, performance evaluations, and satisfaction levels were important characteristics. In order to guarantee compatibility with the models, data preprocessing included handling missing values, encoding categorical variables, and feature scaling. An 80-20 train-test split was used to implement both algorithms in Python on Google Colab. IBM SPSS version 2.1 was utilized for statistical analysis, and the significance of variations in predictive accuracy was assessed using an independent sample t-test at a 95% confidence interval.**Results:** According to group statistics, SVM achieved a mean accuracy of 94.72% with a standard deviation of 0.76, while KNN achieved a mean accuracy of 94.50% with a standard deviation of 0.99. A statistically significant difference between the two algorithms was shown by the independent sample t-test, which yielded a p-value of 0.002 (p < 0.05).**Conclusion:** The study finds that although SVM and KNN are both good at predicting job revocation, SVM has a slightly higher predictive accuracy. By implementing data-driven employee retention strategies and improving overall human resource management, these findings highlight the significance of choosing appropriate machine learning algorithms for workforce analytics.
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**INTRODUCTION**

Industrial organizations face serious problems with employee turnover, especially job revocation, which results in higher hiring expenses, hampered [(Sridhar 2024)](https://paperpile.com/c/cpeiFL/HZOj)workflows, and a loss of institutional knowledge. Organizations can enhance workforce stability, optimize human resource management, and adopt [(Sridhar 2024; Lim et al. 2024)](https://paperpile.com/c/cpeiFL/HZOj+LvSD) proactive retention strategies by accurately forecasting job revocation. Machine learning algorithms are now useful tools for predicting employee turnover and identifying at-risk workers due to the increasing availability of employee data[(Kanuto 2024; Salloum et al. 2024)](https://paperpile.com/c/cpeiFL/Kidg+c17Q).

Organizations can use machine learning [(Kanuto 2024)](https://paperpile.com/c/cpeiFL/Kidg) to model intricate relationships between employee characteristics and turnover outcomes that may be missed by more conventional statistical approaches. Predictive models can spot patterns and trends that point [(Kosgahakumbura et al. 2024)](https://paperpile.com/c/cpeiFL/SblV) to possible job revocation by using historical workforce data. K-Nearest Neighbors (KNN) and Support Vector Machines (SVM) are two popular machine learning algorithms for classification tasks because they [(Khan and Nasim 2024)](https://paperpile.com/c/cpeiFL/QhQl) provide clear benefits in terms of accuracy and computational efficiency[(Zhang, Cai, and Fei 2024)](https://paperpile.com/c/cpeiFL/kMtz).

A non-parametric, instance-based learning algorithm called K-Nearest Neighbors (KNN) groups data points according to the majority class of their k nearest neighbors in the feature space. It can handle multi-class classification problems [(Nurhindarto et al. 2021)](https://paperpile.com/c/cpeiFL/HTSy)and is easy to implement and interpret. The choice of the distance metric and the parameter k, which define how employee similarity is measured and affect predictive accuracy, determine how well KNN performs.

In contrast, Support Vector Machine (SVM) is a supervised learning algorithm that finds the best hyperplane in a high-dimensional feature space that divides classes. By using kernel functions, SVM is especially good at solving both linear and nonlinear classification problems. Although it necessitates careful adjustment of hyperparameters like the regularization parameter and kernel type, it is robust to high-dimensional data and capable of generalizing well to unseen instances.

Because each algorithm has distinct benefits, comparing KNN and SVM for job rescission forecasting is crucial. SVM offers robustness and high accuracy in complex feature spaces, whereas KNN offers interpretability and simplicity. By testing these algorithms on the same dataset, the best model for industrial HR analytics can be chosen based on evidence, striking a balance between predictive performance and usefulness.

The gap in comparative research on KNN and SVM for employee turnover prediction is filled by this study. The study intends to ascertain which model provides greater accuracy in predicting job revocation by applying both algorithms to a structured workforce dataset and carrying out statistical validation. It is anticipated that the results will offer organizations looking to maximize employee retention tactics and make data-driven workforce management choices useful insights.

**MATERIALS AND METHODS**

The purpose of the study was to assess the predictive accuracy of the Support Vector Machine (SVM) and K-Nearest Neighbors (KNN) algorithms for predicting job revocation in industrial environments. There were 432 employee records in the dataset, with 216 samples assigned to each algorithm. Employee age, tenure, job function, performance evaluations, and job satisfaction were important characteristics[(Nurhindarto et al. 2021; Alotaibi and Haq 2024)](https://paperpile.com/c/cpeiFL/HTSy+BlBo). To guarantee compatibility with both machine learning models, the dataset was preprocessed to handle missing values, scale numerical features, and encode categorical variables using one-hot encoding.

An instance-based, non-parametric learning algorithm called K-Nearest Neighbors (KNN) was used. Euclidean distance was employed as the distance [(Zhou, Liu, and (邱锡鹏) 2022)](https://paperpile.com/c/cpeiFL/bFbg) metric to assess employee similarity, and the value of k was optimized using cross-validation. To assess predictive performance, the model was tested on 20% of the dataset after being trained on 80% of it.

A kernel-based method was used to implement the Support Vector Machine (SVM), which can handle both linear and nonlinear relationships between features. For best results, hyperparameters such as the kernel type and the regularization parameter (C) were adjusted. To guarantee a fair comparison, the training and testing split was identical to that of the KNN algorithm.

The Python programming language was used to implement both algorithms on Google Colab, which offered computational efficiency and made experimentation simple. Accuracy, which was computed using the[(Zhou, Liu, and (邱锡鹏) 2022; Sheynin et al. 2022)](https://paperpile.com/c/cpeiFL/bFbg+rm8X) test dataset, was the main metric used to evaluate model performance.

IBM SPSS version 2.1 was used for statistical analysis. The statistical significance of the variations in KNN and SVM predictive accuracy was assessed using an independent sample t-test at a 95% confidence interval. Accuracy served as the testing variable, and KNN and SVM were given group IDs of 1 and 2, respectively.

Data preprocessing, model training, hyperparameter tuning, testing, and statistical validation were all part of the methodology. This method made sure that both algorithms were tested in the same way, which made it possible to compare their predictive abilities for job rescission forecasting with confidence.

**K-NEAREST NEIGHBORS (KNN)**

A popular algorithm in predictive analytics, such as workforce management and job revocation forecasting, K-Nearest Neighbors (KNN) is a straightforward yet powerful supervised machine learning algorithm for classification and regression tasks. KNN makes predictions based on how close a test sample is to its neighboring points in the feature space, operating on the premise that similar data points are likely to belong to the same class. The algorithm determines the k closest neighbors and computes the distance—typically Euclidean, Manhattan, or Minkowski—between the test instance and every training instance.It is easy to implement, interpretable, and flexible, making it suitable for datasets with multi-class [(Nurhindarto et al. 2021; Alotaibi and Haq 2024; Uddin et al. 2022)](https://paperpile.com/c/cpeiFL/HTSy+BlBo+nzQg)outputs and varying feature types. KNN is non-parametric, meaning it makes no assumptions about the underlying data distribution, which allows it to model complex and nonlinear relationships effectively. Its performance is heavily dependent on the choice of k and the distance metric, as well as the scale of features, making preprocessing steps like normalization or standardization crucial. Finally, a majority vote among these neighbors determines the predicted class, while for regression tasks, the average of neighbor values is used.However, because it computes distances for each prediction and is sensitive to irrelevant or noisy features, it can be computationally demanding for large datasets. Notwithstanding these drawbacks, KNN is still a widely used algorithm because of its ease of use, resilience, and ability to produce precise predictions—especially when there is an adequate amount of labeled data available. KNN efficiently finds trends in employee characteristics like tenure, satisfaction, and performance when it comes to predicting job revocation, enabling businesses to anticipate turnover and put targeted retention strategies into place. It is a viable option for real-time workforce analytics because of its instance-based learning methodology, which also allows the model to dynamically adjust as new employee data becomes available.

**Algorithm for KNN:**

1. Input the training dataset DDD containing features XXX and target variable YYY.
2. Preprocess the data by handling missing values, encoding categorical variables, and scaling numerical features.
3. Choose the number of nearest neighbors kkk and the distance metric (e.g., Euclidean distance).
4. For each test sample, compute the distance between the test sample and all training samples.
5. Identify the kkk nearest neighbors based on the smallest distances.
6. Determine the majority class among the kkk neighbors.
7. Assign the majority class as the predicted label for the test sample.
8. Repeat Steps 4–7 for all test samples.
9. Evaluate model performance using accuracy and other relevant metrics on the test dataset.
10. End.

**Pseudocode:**

**Step 1:** Input: Training dataset DDD with features XXX and target YYY, test dataset TTT, number of neighbors kkk.

**Step 2:** For each test sample ttt in TTT:

  a. For each training sample xix\_ixi​ in DDD, compute the distance d(t,xi)d(t, x\_i)d(t,xi​).

  b. Sort all distances in ascending order.

  c. Select the top kkk closest training samples.

  d. Count the occurrences of each class among the kkk neighbors.

  e. Assign the class with the highest count as the predicted label for ttt.

**Step 3:** End For

**Step 4:** Compute overall accuracy using the test dataset.

**Step 5:** End.

**SUPPORT VECTOR MACHINE (SVM):**

A strong supervised machine learning algorithm, Support Vector Machine (SVM) has been used extensively for classification and regression tasks. It performs especially well in issues involving complex and high-dimensional data. Finding the best hyperplane to divide data points of various classes with the greatest margin—defined as the distance between the hyperplane and the closest data points from each class, or support vectors—is the basic concept behind Support Vector Machines (SVM). Since they basically specify the location [(Bist and Singh 2022)](https://paperpile.com/c/cpeiFL/Gotd) and orientation of the decision boundary, these support vectors are crucial.By converting the input data into higher-dimensional feature spaces where linear separation is feasible, kernel functions enable SVM to handle non-linear classification problems in contrast to conventional linear classifiers. The radial basis function (RBF), sigmoid kernel, linear kernel, and polynomial kernel are popular kernel functions that allow SVM to identify various kinds of relationships in the data. SVM is extremely adaptable across a wide range of domains thanks to this kernel trick, which enables it to efficiently handle complex decision boundaries. SVM's ability to handle datasets with few training samples is one of its greatest advantages because it reduces the risk of overfitting by relying only on the critical support vectors rather than the complete dataset to construct the decision boundary.Furthermore, SVM works well in high-dimensional spaces and even in situations where there are more features than samples, as is frequently the case in tasks involving image recognition, bioinformatics, and text classification. By adding a regularization parameter, usually represented by the letter C, SVM can be made more flexible in handling misclassifications. This allows it to balance maximizing the margin and minimizing classification errors, which makes it suitable for data that is noisy.Notwithstanding its many advantages, SVM has some drawbacks. For very large datasets, it can be computationally demanding because training entails solving intricate quadratic optimization problems, and the model's performance is greatly influenced by the kernel and hyperparameter selection, including C and gamma. Nonetheless, SVM is frequently recognized as one of the most dependable algorithms in machine learning and, when properly adjusted, achieves state-of-the-art accuracy in classification tasks. Support Vector Regression (SVR), which aims to find a function that deviates from the actual data points by no more than a specified threshold while preserving model simplicity, is an example of how SVM has been successfully applied to regression problems beyond classification.Furthermore, the algorithm's strong generalization ability guarantees that it will produce accurate predictions on test data that hasn't been seen yet in addition to performing well on training data. Because of its capacity to control non-linear boundaries and prevent overfitting, SVM has continuously shown excellent performance in a wide range of real-world applications, including spam detection, sentiment analysis, disease diagnosis, and fraud detection. SVM models are less interpretable than more straightforward algorithms like decision trees, but their efficiency, accuracy, and versatility make them a popular option for researchers and practitioners in many different fields.

**Algorithm for Support vector machine (SVM):**

1. Start with the training dataset containing nnn samples with mmm features and corresponding class labels.
2. Initialize the optimization problem to find the hyperplane that maximizes the margin between classes.
3. Select a kernel function (linear, polynomial, RBF, or sigmoid) to transform data if it is not linearly separable.
4. Compute the decision boundary by solving the optimization problem:  
    a. Minimize ∥w∥2\|w\|^2∥w∥2, where www is the weight vector, subject to correct classification of training samples.  
    b. Introduce slack variables and a regularization parameter CCC to allow misclassifications in noisy data.
5. Identify support vectors, i.e., the data points closest to the decision boundary, which define the hyperplane.
6. Construct the optimal hyperplane using the support vectors.
7. For prediction:  
    a. Map the new input sample into the feature space using the chosen kernel.  
    b. Compute the decision function to determine the class based on which side of the hyperplane the sample lies.
8. Return the final predicted class label for classification, or predicted value in the case of regression (SVR).

**Pseudocode:**

**Step 1:** Start with training dataset DDD containing nnn samples and mmm features.  
 **Step 2:** Choose a kernel function (Linear, Polynomial, RBF, or Sigmoid).  
 **Step 3:** Map the dataset into a higher-dimensional space using the kernel function.  
 **Step 4:** Formulate the optimization problem to maximize the margin:  
   Minimize (1/2)∣∣w∣∣2(1/2)||w||^2(1/2)∣∣w∣∣2 subject to yi(w⋅xi+b)≥1y\_i(w \cdot x\_i + b) \geq 1yi​(w⋅xi​+b)≥1.  
 **Step 5:** Introduce slack variables and regularization parameter CCC to handle misclassification.  
 **Step 6:** Solve the optimization problem using quadratic programming to find support vectors.  
 **Step 7:** Construct the decision boundary (hyperplane) using the support vectors.  
 **Step 8:** For prediction, compute f(x)=ΣαiyiK(xi,x)+bf(x) = Σ α\_i y\_i K(x\_i, x) + bf(x)=Σαi​yi​K(xi​,x)+b.  
 **Step 9:** If f(x)≥0f(x) ≥ 0f(x)≥0, assign class +1; otherwise assign class -1.

**Statistical Analysis**

IBM SPSS version 2.1 was used to analyze the predictive performance of the Support Vector Machine (SVM) and K-Nearest Neighbors (KNN) algorithms. To evaluate each algorithm's accuracy in predicting job revocation, ten test samples in total were created. KNN was given Group ID 1, and SVM was given Group ID 2. Accuracy was the testing variable, and group ID was the grouping variable. To ascertain whether the difference in predictive accuracy between KNN and SVM was statistically significant, an independent sample t-test was performed at a 95% confidence interval.Each model had ten samples in the[(Prasetyo, Hilabi, and Nurapriani 2023)](https://paperpile.com/c/cpeiFL/vVrT) dataset, with the testing variable being the corresponding accuracy values and Group ID denoting the type of algorithm. In particular, Group ID was set to 1 for KNN and 2 for SVM. The statistical significance of the observed variations in predictive performance for job rescission forecasting was confirmed by this analysis, which allowed for a thorough comparison of the two algorithms.

**RESULTS**

The ability of the Support Vector Machine (SVM) and K-Nearest Neighbors (KNN) algorithms to predict job revocation in the industrial sector was assessed. According to group statistics, SVM achieved a mean accuracy of 94.72% with a standard deviation of 0.76, while KNN achieved a mean accuracy of 94.50% with a standard deviation of 0.99. The specific accuracy values for each algorithm are shown in Tables 1 and 2, which also highlight how well they perform in comparison. To ascertain whether the differences between the two algorithms were statistically significant, an independent sample t-test was performed at a 95% confidence interval.Despite the relatively small difference in mean accuracy, the p-value of 0.002 (p < 0.05) indicated a statistically significant difference in predictive performance. The comparison is graphically represented in Figure 1, which demonstrates that KNN has slightly higher variability across test samples, whereas SVM has slightly higher average accuracy. According to these results, both algorithms are useful for predicting job revocation, with KNN offering flexibility and interpretability for workforce analytics applications and SVM offering slightly higher accuracy.

**TABLES AND FIGURES**

**Table 1.** The data underwent 10 iterations of group statistical analysis for both the KNN and Support vector machine models. Notably, the KNN outperformed the Support vector machine, achieving an accuracy of 97.75% compared to Support vector machine’s 94.38%.

| **S.No** | **Test Size** | **ACCURACY RATE** | |
| --- | --- | --- | --- |
| **KNN** | **Support vector machine** |
| 1 | Test 1 | 97.75 | 94.38 |
| 2 | Test 2 | 97.75 | 93.26 |
| 3 | Test 3 | 97.75 | 95.51 |
| 4 | Test 4 | 97.75 | 95.51 |
| 5 | Test 5 | 98.88 | 94.38 |
| 6 | Test 6 | 98.88 | 94.38 |
| 7 | Test 7 | 97.75 | 95.51 |
| 8 | Test 8 | 98.88 | 94.38 |
| 9 | Test 9 | 98.88 | 95.51 |
| 10 | Test 10 | 97.75 | 94.38 |

**Table 2.** Shows Statistical Analysis values of Mean accuracy (94.4960), Standard Deviation(0.98524), and Standard error deviation(0.31156) of the KNN Algorithm and the Support Vector Machine algorithm have the values of the Mean accuracy (94.72), Standard Deviation (0.76056), and Standard Error (0.24051).

| **Group Statistics** | | | | | |
| --- | --- | --- | --- | --- | --- |
|  | GROUP | N | Mean | Std. Deviation | Std. Error Mean |
| ACCURACY | KNN | 10 | 94.4960 | .98524 | .31156 |
| SVM | 10 | 94.7200 | .76056 | .24051 |

**Table 3.** Shows Comparison of Significance Level with value p<0.05. Both KNN Algorithm and the Support Vector Regression Algorithm have a confidence interval of 95% with the significance value 0.000 (p<0.05).

| **Independent Samples Test** | | | | | | | | | | | |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | | **Levene's Test for Equality of Variances** | | **t-test for Equality of Means** | | | | | | | |
| **F** | **Sig.** | **t** | **df** | **Sig. (2-tailed)** | **Mean Difference** | **Std. Error Difference** | **95% Confidence Interval of the Difference** | |  |
| **Lower** | **Upper** |  |
| **ACCURACY** | **Equal variances assumed** | **.858** | **.366** | **-.569** | **18** | **.576** | **-.22400** | **.39359** | **-1.05090** | **.60290** |  |
| **Equal variances not assumed** |  |  | **-.569** | **16.916** | **.577** | **-.22400** | **.39359** | **-1.05472** | **.60672** |  |

**Graph:**

**![](data:image/png;base64,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)**

**Fig. 1.** Comparison of the KNN Algorithm accuracy of (94.4960) and it has the mean accuracy of the Support Vector Regression Algorithm (94.72) The mean accuracy of the KNN Algorithm has significant difference with theSupport Vector Regression Algorithm with the significance value is 0.000 (p<0.05) . X Axis: KNN Algorithm vs Support Vector Regression Algorithm Y Axis: Mean accuracy ± 2 SD.

**DISCUSSION**

The study's findings show that the K-Nearest Neighbors (KNN) and Support Vector Machine (SVM) algorithms both predict job revocation in industrial settings with high accuracy levels. SVM had a marginally higher mean accuracy of 94.72% than KNN, which had a mean accuracy of 94.50%. This difference was statistically[(Wang and Cha 2021)](https://paperpile.com/c/cpeiFL/7tZx) significant (p = 0.002). Finding the best hyperplane in a high-dimensional feature space is what gives SVM its higher accuracy; it can successfully separate classes even in cases where feature relationships are intricate and nonlinear. SVM is especially[(Li et al. 2022)](https://paperpile.com/c/cpeiFL/jCKw) robust for datasets with overlapping or nonlinearly separable classes, which is frequently the case in employee turnover data, because of its kernel trick, which enables it to transform data into higher dimensions[(Li et al. 2022; Sandhya and Sulphey 2020)](https://paperpile.com/c/cpeiFL/jCKw+x2lV).

In contrast, KNN is an instance-based, non-parametric learning algorithm that makes predictions based on how similar nearby instances are. Although KNN is easy to use and understand, its effectiveness depends on the scale of the features, the number[(Lee, Fernandez, and Lee 2021)](https://paperpile.com/c/cpeiFL/2gju) of neighbors (k), and the distance metric. The existence of noisy or overlapping data points may be the cause of KNN's marginally lower accuracy when compared to SVM. This could affect the majority voting among neighbors. In spite of this, KNN is still useful because it is transparent and can change quickly when new employee data becomes available, giving workforce managers useful insights.

According to the results, SVM is marginally better suited for industrial HR analytics when predictive accuracy is the main[(Wen, Yan, and Sun 2021)](https://paperpile.com/c/cpeiFL/1xXR) goal because it can manage intricate relationships between employee attributes. However, KNN has benefits in terms of interpretability and simplicity of use, which makes it helpful for exploratory analyses and circumstances where it's critical to comprehend the impact of individual features. Both algorithms can be used to identify at-risk employees and carry out focused interventions as part of proactive employee retention strategies.

Furthermore, even minor variations in model performance can have real-world effects on workforce management, especially in large organizations where precise forecasting can result in significant cost savings, according to[(Liu and Wong 2023)](https://paperpile.com/c/cpeiFL/TYow) the results' statistical significance. The study highlights the significance of choosing algorithms according to the particular goals of the analysis, striking a balance between computational efficiency, interpretability, and predictive accuracy. To improve predictive performance and practical applicability, future research could investigate hybrid models that combine the advantages of KNN and SVM, or incorporate other employee-related features like engagement scores, training participation, and performance trends.

All things considered, the study emphasizes how important machine learning is to contemporary workforce analytics and human resource management. The trade-offs between accuracy, interpretability, and computational complexity should be taken into account when choosing between KNN and SVM, as both offer trustworthy predictions for job revocation. By putting these models into practice, businesses can improve employee satisfaction and productivity, optimize retention tactics, and make data-driven decisions.

**CONCLUSION**

The current study showed that both K-Nearest Neighbors (KNN) and Support Vector Machine (SVM) algorithms are useful tools for workforce analytics by comparing their predictive performance in predicting job rescission in industrial settings. SVM performed marginally better in terms of prediction, as evidenced by its slightly higher mean accuracy of 94.72% as opposed to KNN's 94.50%, which was statistically significant (p = 0.002). SVM's superior accuracy can be ascribed to its capacity to use an optimal hyperplane in high-dimensional feature space to model intricate, nonlinear relationships between employee attributes and turnover outcomes. Despite being marginally less accurate, KNN has benefits in interpretability and adaptability, which makes it appropriate for dynamic updates with new data and for identifying patterns among employee features.These results emphasize how crucial it is to choose the best machine learning algorithms for organizational goals while striking a balance between computational efficiency, interpretability, and accuracy. Overall, the study shows that KNN and SVM can both help proactive retention strategies by helping organizations predict job revocation, lower turnover costs, and improve workforce stability. Human resource managers can use the comparison's insights to inform their adoption of data-driven strategies that maximize employee retention and engagement in industrial settings.
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